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#### Abstract

This paper aims to construct a new paranormed sequence space by the aid of a regular matrix of Bell numbers. As well, its special duals such as $\alpha-, \beta-, \gamma-$ duals are presented and Schauder basis is determined. Moreover, certain matrix classes for this space are characterized.
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## I. Introduction

A linear subspace of the set of all real valued sequences $\omega$ is known as a sequence space. The notations $c, c_{0}, \ell_{\infty}$ and $\ell_{p}$ represent the set of all convergent sequences, the set of all convergent to zero sequences, the set of all bounded sequences and the set of all sequences constituting $p$-absolutely convergent series, respectively. Also, these spaces are Banach spaces with regard to the following norms

$$
\|t\|_{e_{\infty}}=\|t\|_{c}=\|t\|_{c_{0}}=\sup _{i \in \mathrm{~N}}\left|t_{i}\right|
$$

and

$$
\|t\|_{i_{p}}=\left(\sum_{i}\left|t_{i}\right|^{1}\right)^{1 / p} .
$$

For brevity, here and afterwards, it means that the summation without limits runs from 0 to $\infty$.

Let $H$ be a linear topological space over R . If there exists a subadditive function $\varsigma: H \rightarrow \mathrm{R}$ such that $\varsigma(\theta)=0, \varsigma(-t)=\varsigma(t) ;\left|\alpha_{i}-\alpha\right| \rightarrow 0$ and $\varsigma\left(t_{i}-t\right) \rightarrow 0$ imply that $\varsigma\left(\alpha_{i} t_{i}-\alpha t\right) \rightarrow 0$ for all $\alpha \in \mathrm{R}$ and $t \in H$, then, $H$ is known as paranormed space.

Assume here and after that $\left(p_{i}\right)$ be a bounded sequence in R such that $p_{i}>0, \sup _{i \in \mathrm{~N}} p_{i}=P$ and $S=\max \{1, P\}$. Then, we have from Maddox (Maddox, 1967) that

$$
\begin{equation*}
|\xi|^{p_{i}} \leq \max \left\{1,|\xi|^{s}\right\} \tag{1.1}
\end{equation*}
$$

for any $\xi \in \mathrm{R}$ and $i \in \mathrm{~N}=\{1,2, \ldots\}$. In what follows, suppose that $p_{i}^{-1}+\left(p_{i}^{\prime}\right)^{-1}=1$ with $1<\inf p_{i}<P<\infty$. Then, Maddox (Maddox 1968, 1988) (consult also Nakano, 1951 and Simons, 1965) defined the linear space $\ell(p)$ as

$$
\ell(p)=\left\{t=\left(t_{i}\right) \in \omega: \sum_{i}\left|t_{i}\right|^{p_{i}}<\infty\right\}
$$

which is a complete space paranormed by

$$
\varsigma(t)=\left(\sum_{i}\left|t_{i}\right|^{p_{i}}\right)^{1 / s} .
$$

For each $i \in \mathrm{~N}$, let $U_{i}$ be the sequence in the $i$ th row of an infinite matrix $U=\left(u_{i j}\right)$. The sequence $U t$ will be used in the sequel as $U$ - transform of a sequence $t=\left(t_{j}\right) \in \omega$ and its $i$ th $(i \in \mathrm{~N})$ entry is given by

$$
(U t)_{i}=\sum_{j} u_{i j} t_{j}
$$

on the condition that the above series is convergent for each $j \in \mathrm{~N} . U$ is called as a matrix mapping from a sequence space $H$ to a sequence space $G$ if the sequence $U t$ exists and $U t \in G$ for all $t \in H$. The impression $(H, G)$ represents the class of all infinite matrices between the spaces $H$ and $G$.

The domain of the infinite matrix $U$ is given by the following set:

$$
H_{U}=\{t \in \omega: U t \in H\} .
$$

Recently, there has been an increase in the body of literature that deals with creating new sequence spaces using a special limitation method with the help of matrix domain and researching their topological, algebraic features and matrix transformations. For instance, one can refer Alp (Alp, 2020), Altay and Başar (Altay and Başar, 2006), Aydın and Başar (Aydın and Başar, 2004), Candan (Candan, 2012), Candan and Güneş (Candan and Güneş, 2015), Choudary and Mishra (Choudary and Mishra, 1993), Dağlı (Dağlı, 2023), Dağlı and Yaying (Dağlı and Yaying, 2023), Et and Colak (Et and Colak, 1995), İlkhan et al. (İlkhan et al. 2019, 2020a, 2020b),

Kara and Demiriz (Kara and Demiriz, 2015), Karakaya et al. (Karakaya et al., 2011, 2013), Karakaya and Simsek (Karakaya and Simsek, 2012), Kirisci and Başar (Kirisci and Başar, 2010), Malkowsky (Malkowsky, 1997), Malkowsky et al. (Malkowsky et al., 2017), Malkowsky and Savas (Malkowsky and Savas, 2004), Yaying (Yaying, 2022) and related references therein.

This paper deals with well known Bell numbers whose $i^{t h}$ entry is denoted by $B_{i}$. The $i^{t h}$ Bell number represents how many different ways a set of $i$ elements may be divided into non-empty subsets. For instance, there are five possible divisions of the numbers $\{1,2,3\}$ :

$$
\{1\} \cup\{2\} \cup\{3\},\{1,2\} \cup\{3\},\{1,3\} \cup\{2\},\{1\} \cup\{2,3\},\{1,2,3\} .
$$

The first few Bell numbers are $1,2,5,15,52,203,877,4140, \ldots$ with the initial condition $B_{0}=1$. They can be defined as

$$
B_{i+1}=\sum_{j=0}^{i}\binom{i}{j} B_{j}
$$

and

$$
B_{i}=\sum_{j=0}^{i} S_{2}(i, j),
$$

where $S_{2}(i, j)$ is the Stirling numbers of the second kind, counts the set partitions of $\{1,2,3, \ldots, i\}$ which consists of exactly $j$ subsets or parts.

Quite recently, Karakas (Karakas, 2023) introduced a new matrix $\tilde{B}=\left(\tilde{b}_{i j}\right)$ involving Bell numbers defined by

$$
\tilde{b}_{i j}=\left\{\begin{array}{cc}
\binom{i}{j} \frac{B_{j}}{B_{i+1}}, & \text { if } 0 \leq j \leq i ; \\
0, & \text { if } j>i
\end{array}\right.
$$

and observed that this matrix is regular. Also, he considered the sequence spaces $\ell_{p}(\tilde{B})$ for $1 \leq p<\infty$ and $\ell_{\infty}(\tilde{B})$ as the set of all sequences whose $\tilde{B}$-transforms are in the spaces $\ell_{p}$ and $\ell_{\infty}$, respectively. In other words,

$$
\ell_{p}(\tilde{B})=\left\{t=\left(t_{j}\right) \in \omega: \tilde{B} t \in \ell_{p}\right\} \text { for } \leq p<\infty
$$

and

$$
\ell_{\infty}(\tilde{B})=\left\{t=\left(t_{j}\right) \in \omega: \tilde{B} t \in \ell_{\infty}\right\} .
$$

$\overline{\text { Also, some topological properties such as giving Schauder basis, determining the } \alpha-, \beta-\text { and } \gamma-\text { duals }, ~}$ characterizing some matrix classes on $\ell_{p}(\tilde{B})$ and geometric properties like uniform convexity, strict convexity, super reflexivity for the resulting spaces are given.

We will use the sequence $y_{i}$ as the $\tilde{B}$-transform of a sequence $t=\left(t_{j}\right)$, i.e.,

$$
y_{i}=(\tilde{B} t)_{i}=\frac{1}{B_{i+1}} \sum_{j=0}^{i}\binom{i}{j} B_{j} t_{j},
$$

for all $i \in \mathrm{~N}$ whereas the relation

$$
\begin{equation*}
t_{j}=\sum_{k=0}^{j}(-1)^{j-k}\binom{j}{k} \frac{B_{k+1}}{B_{j}} y_{k}, \tag{1.2}
\end{equation*}
$$

holds for all $j \in \mathrm{~N}$.
The main purpose of this paper is to define new paranormed space $\ell_{p}(\tilde{B}, p)$, which is the set of all sequences whose $\tilde{B}$-transform is in the space $\ell(p)$. In other words, we generalize some conclusions, obtained in Karakas (Karakas, 2023). We examine a few topological features, including completeness, the Schauder basis, the $\alpha-, \beta$ - and $\gamma$-duals. On these spaces, several matrix mappings are also classified.

## II. New paranormed sequence space

In this section, we give a new paranormed space by means of the Bell matrix, then, present the Schauder basis of the resulting paranormed space and prove its completeness.

Define the sequence space

$$
\ell(\tilde{B}, p)=\left\{t=\left(t_{i}\right) \in \omega: \sum_{i}\left|\frac{1}{B_{i+1}} \sum_{j=0}^{i}\binom{i}{j} B_{j} t_{j}\right|^{p_{i}}<\infty\right\} .
$$

Let us begin with the completeness of this new space.

Theorem 1. The sequence space $\ell(\tilde{B}, p)$ is a complete linear metric space paranormed by

$$
\varsigma_{\tilde{B}}(t)=\left(\sum_{i}\left|\frac{1}{B_{i+1}} \sum_{j=0}^{i}\binom{i}{j} B_{j} t_{j}\right|^{p_{i}}\right)^{1 / S} .
$$

Proof. For $t=\left(t_{j}\right)$ and $y=\left(y_{j}\right)$ in $\ell(\tilde{B}, p)$, it follows from Maddox (Maddox, 1988) that

$$
\begin{gather*}
\left(\sum_{i}\left|\frac{1}{B_{i+1}} \sum_{j=0}^{i}\binom{i}{j} B_{j}\left(t_{j}+y_{j}\right)\right|^{p_{i}}\right)^{1 / S}  \tag{2.1}\\
\leq\left(\sum_{i}\left|\frac{1}{B_{i+1}} \sum_{j=0}^{i}\binom{i}{j} B_{j} t_{j}\right|^{p_{i}}\right)^{1 / S}+\left(\sum_{i}\left|\frac{1}{B_{i+1}} \sum_{j=0}^{i}\binom{i}{j} B_{j} y_{j}\right|^{p_{i}}\right)^{1 / S} .
\end{gather*}
$$

It can be inferred from (1.1) and (2.1) that $\ell(\tilde{B}, p)$ is linear with respect to scalar multiplication and the coordinatewise addition. Also, it is obvious that $\varsigma_{\tilde{B}}(\theta)=0$ and $\varsigma_{\tilde{B}}(-t)=\varsigma_{\tilde{B}}(t)$ for all $t$ in $\ell(\tilde{B}, p)$. So, we reach the subadditivity of $\varsigma_{\tilde{B}}$ and $\varsigma_{\tilde{B}}(\xi t) \leq \max \{1,|\xi|\} \varsigma_{\tilde{B}}(t)$ for any $\xi \in \mathrm{R}$ in view of (1.1) and (2.1).

Now, say that $\left\{t^{i}\right\}$ is any sequence in $\ell(\tilde{B}, p)$ that satisfies $\varsigma_{\tilde{B}}\left(t^{i}-t\right) \rightarrow 0$ and $\left(\xi_{i}\right)$ is any sequence in R such that $\xi_{i} \rightarrow \xi$. From the subadditivity of $\varsigma_{\tilde{B}}$, it can be readily written

$$
\varsigma_{\tilde{B}}\left(t^{i}\right) \leq \varsigma_{\tilde{B}}(t)+\varsigma_{\tilde{B}}\left(t^{i}-t\right)
$$

which yields the boundedness of $\varsigma_{\tilde{B}}\left(t^{i}\right)$, and the fact

$$
\begin{aligned}
& \varsigma_{\tilde{B}}\left(\xi_{i} t^{i}-\xi t\right)=\left(\sum_{i}\left|\frac{1}{B_{i+1}} \sum_{j=0}^{i}\binom{i}{j} B_{j}\left(\xi_{i} t_{j}^{i}-\xi t_{j}\right)\right|^{p_{i}}\right)^{1 / S} \\
& \quad \leq\left|\xi_{i}-\xi\right| \varsigma_{\tilde{B}}\left(t^{i}\right)+|\xi| \varsigma_{\tilde{B}}\left(t^{i}-t\right) \rightarrow 0,(\text { as } i \rightarrow \infty)
\end{aligned}
$$

that shows the continuity of scalar multiplication. Then, $\varsigma_{\tilde{B}}$ is paranorm on $\ell(\tilde{B}, p)$. In order to demonstrate the completeness of $\ell(\tilde{B}, p)$, let us take any Cauchy sequence $\left\{d^{n}\right\}$ in $\ell(\tilde{B}, p)$ such that $d^{n}=\left(d_{1}^{n}, d_{2}^{n}, \ldots\right)$ for each $n \in \mathrm{~N}$. For a given $\varepsilon>0$, there exists an integer $i_{0}(\varepsilon) \in \mathrm{N}$ such that

$$
\begin{equation*}
\varsigma_{\tilde{B}}\left(d^{n}-d^{k}\right)<\varepsilon \tag{2.2}
\end{equation*}
$$

for all $n, k \geq i_{0}(\varepsilon)$. Using the definition of $\varsigma_{\tilde{B}}$, one writes that

$$
\tilde{B}_{i}\left(d^{n}-d^{k}\right) \leq\left(\sum_{i}\left|\tilde{B}_{i}\left(d^{n}\right)-\tilde{B}_{i}\left(d^{k}\right)\right|^{p_{i}}\right)^{1 / S}<\varepsilon
$$

for each $n, k \geq i_{0}(\varepsilon)$, this results in $\left\{\tilde{B}_{i}\left(d^{1}\right), \tilde{B}_{i}\left(d^{2}\right), \ldots\right\}$ being a Cauchy sequence of real numbers for each fixed $i \in \mathrm{~N}$. Since R is complete, we get $\tilde{B}_{i}\left(d^{n}\right) \rightarrow \tilde{B}_{i}(d)$, as $n \rightarrow \infty$ for every fixed $i \in \mathrm{~N}$. Taking into consideration these infinitely many limits $\tilde{B}_{1}(d), \tilde{B}_{2}(d), \ldots$, let us define the sequence $\left\{\tilde{B}_{1}(d), \tilde{B}_{2}(d), \ldots\right\}$. It follows from (2.2) that

$$
\begin{equation*}
\sum_{i=1}^{m}\left|\tilde{B}_{i}\left(d^{n}\right)-\tilde{B}_{i}\left(d^{k}\right)\right|^{p_{i}} \leq \varsigma_{\tilde{B}}\left(d^{n}-d^{k}\right)^{S}<\varepsilon^{S} \tag{2.3}
\end{equation*}
$$

for all fixed $m \in \mathrm{~N}$ and $n, k \geq i_{0}(\varepsilon)$. If we take the limit $m \rightarrow \infty$ and $k \rightarrow \infty$ in (2.3), then we have $\varsigma_{\tilde{B}}\left(d^{n}-d\right)<\varepsilon$. If we let $\varepsilon=1$ in (2.3) and so $i \geq i_{0}(1)$, and if we apply the Minkowski's inequality, the we have

$$
\left(\sum_{i=1}^{m}\left|\tilde{B}_{i}(d)\right|^{p_{i}}\right)^{1 / S} \leq \varsigma_{\tilde{B}}\left(d^{n}-d\right)+\varsigma_{\tilde{B}}\left(d^{n}\right) \leq 1+\varsigma_{\tilde{B}}\left(d^{n}\right) \text {, foreveryfixed } m \in \mathrm{~N}
$$

from which we reach that $d \in \ell(\tilde{B}, p)$. Since $\varsigma_{\tilde{B}}\left(d^{n}-d\right) \leq \varepsilon$ for all $n \geq i_{0}(\varepsilon)$, we have $d^{n} \rightarrow d$, as $n \rightarrow \infty$. As a result, the completeness of $\ell(\tilde{B}, p)$ is established.

Theorem 2. The sequence space $\ell(\tilde{B}, p)$ is linearly isomorphic to $\ell(p)$. Here, $0<p_{i} \leq S<\infty$.
Proof. For any $t \in \ell(\tilde{B}, p)$, let $Q: \ell(\tilde{B}, p) \rightarrow \ell(p)$ be a transformation such that $Q(t)=\left(\tilde{B}_{i}(t)\right)$. The linearity of $Q$ is clear. As well, the transformation $Q$ is injective since the fact $t=\theta$ is satisfied follows from $Q(t)=\theta$. For $y=\left(y_{i}\right) \in \ell(p)$, if the sequence $z=\left(t_{j}\right)$ is denoted for $i \in \mathrm{~N}$ by

$$
t_{j}=\sum_{k=0}^{j}(-1)^{j-k}\binom{j}{k} \frac{B_{k+1}}{B_{j}} y_{k}
$$

then, we have

$$
\begin{gathered}
\varsigma_{\tilde{B}}(t)=\left(\sum_{i}\left|\frac{1}{B_{i+1}} \sum_{j=0}^{i}\binom{i}{j} B_{j} t_{j}\right|^{p_{i}}\right)^{1 / S} \\
=\left(\sum_{i}\left|\frac{1}{B_{i+1}} \sum_{j=0}^{i}\binom{i}{j}^{2} B_{j} \sum_{k=0}^{j}(-1)^{j-k}\binom{j}{k} \frac{B_{k+1}}{B_{j}} y_{k}\right|^{p_{i}}\right)^{1 / S} \\
=\left(\sum_{i}\left|y_{i}\right|^{p_{i}}\right)^{1 / S}=\varsigma_{\tilde{B}}(y)<\infty .
\end{gathered}
$$

Hence, we find that $t \in \ell(\tilde{B}, p)$. Consequently, $Q$ is surjective and paranorm preserving. The proof is complete.

Now, we recall the definition of Schauder basis prior to establishing the Schauder basis for the matrix domain of our particular matrix. Let $(H, \varsigma)$ be a paranormed space. A sequence $\delta_{j} \in H$ is a Schauder basis for $H$ if and only if there exists a unique sequence of scalars $\varepsilon_{i}$ such that $\varsigma\left(t-\sum_{j=0}^{i} \varepsilon_{j} \delta_{j}\right) \rightarrow 0$ as $i \rightarrow \infty$. Then, we write

$$
t=\sum_{j} \varepsilon_{j} \delta_{j} .
$$

In order to provide a Schauder basis for our paranormed sequence space, we are in a position to do so.
Theorem 3. Define a sequence $r^{(j)}=\left(r_{i}^{(j)}\right)$ in $\ell(\tilde{B}, p)$ as

$$
r_{i}^{(j)}=\left\{\begin{array}{cc}
(-1)^{i-j}\binom{i}{j} \frac{B_{j+1}}{B_{i}}, & \text { if } 0 \leq j \leq i ; \\
0, & \text { if } j>i
\end{array}\right.
$$

where $i \in \mathrm{~N}$ is fixed. Then, the sequence $\left\{r^{(0)}, r^{(1)}, \ldots\right\}$ is a Schauder basis for the space $\ell(\tilde{B}, p)$ and any $t$ in $\ell(\tilde{B}, p)$ is uniquely determined as

$$
\begin{equation*}
t=\sum_{j} y_{j} r^{(j)}, \tag{2.4}
\end{equation*}
$$

where $y_{j}=(\tilde{B} t)_{j}$.
Proof. Firstly, it is clear that

$$
\begin{equation*}
\tilde{B} r^{(i)}=e^{(i)} \in \ell(p) \tag{2.5}
\end{equation*}
$$

for $0<p_{i} \leq P<\infty$. Let $t \in \ell(\tilde{B}, p)$ and denote

$$
\begin{equation*}
t^{[v]}=\sum_{i=0}^{v}(\tilde{B} t)_{i} r^{(i)} \tag{2.6}
\end{equation*}
$$

for every non-negative integer $v$.
Equations (2.5) and (2.6) are now used to determine that

$$
\begin{aligned}
\tilde{B} t^{[v]} & =\sum_{i=0}^{v}(\tilde{B} t)_{i} \tilde{B} r^{(i)} \\
& =(\tilde{B} t)_{i} e^{(i)},
\end{aligned}
$$

and

$$
\left(\tilde{B}\left(t-t^{[v]}\right)\right)_{m}=\left\{\begin{array}{cc}
0 & (0 \leq m \leq v), \\
(\tilde{B} t)_{m} & (m>v) .
\end{array}\right.
$$

Now, there exists an integer $v_{0}$ such that for a given $\varepsilon>0$

$$
\left(\sum_{m \geq v}\left|(\tilde{B} t)_{m}\right|^{p_{m}}\right)^{1 / S}<\frac{\varepsilon}{2}
$$

for all $v \geq v_{0}$. As a result, we can see for all $v \geq v_{0}$ that

$$
\begin{aligned}
& \varsigma_{\tilde{B}}\left(t-t^{[v]}\right)=\left(\sum_{m \geq v}\left|(\tilde{B} t)_{m}\right|^{p_{m}}\right)^{1 / S} \\
& \leq\left(\sum_{m \geq v_{0}}\left|(\tilde{B} t)_{m}\right|^{p_{m}}\right)^{1 / S}<\frac{\varepsilon}{2}<\varepsilon
\end{aligned}
$$

which yields (2.4). For the purpose of the uniqueness of the representation (2.4), let

$$
t=\sum_{i} y^{\prime} r^{(i)}
$$

be another representation of $t$. Then, we have

$$
(\tilde{B} t)_{m}=\sum_{i} y_{i}^{\prime}\left(\tilde{B} r^{(i)}\right)_{m}=\sum_{i} y_{i}^{\prime} e_{m}^{(i)}=y_{m}^{\prime}, \quad\left(m \in \mathrm{~N}_{0}\right) .
$$

Thus, the representation (2.4) is unique. This completes the proof.

## III. The $\alpha-, \beta-$, and $\gamma-$ duals

This section deals with $\alpha$-dual, $\beta$-dual and $\gamma$-dual of $\ell(\tilde{B}, p)$. We give some definitions and lemmas before our results.

The following set $S(H, G)$ is the multiplier space of $H$ and $G$ defined by

$$
S(H, G)=\{z \in \omega: z x \in G \text { forall } x \in H\}
$$

The definitions of the $\alpha-, \beta-$ and $\gamma-$ duals of a sequence space $H$ using this notation are as follows

$$
H^{\alpha}=S\left(H, \ell_{1}\right), H^{\beta}=S(H, c s) \text { and } H^{\gamma}=S(H, b s)
$$

In this context, $c s$ and $b s$ represent, respectively, the spaces of sequences with convergent and bounded series.

Lemma 4. (Grosseerdmann, 1993)

1) Let $1<p_{n} \leq P<\infty$ for all $n \in \mathrm{~N}$. Then, $U=\left(u_{n k}\right) \in\left(\ell(p), \ell_{1}\right)$ if and only if

$$
\sup _{N \in \hat{o}} \sum_{k}\left|\sum_{n \in N} u_{n k} K^{-1}\right|^{p_{n}^{\prime}}<\infty
$$

for some integer $K>1$. $\hat{o}$ stands for the family of all finite subsets of N in this context.
2) Let $0<p_{n} \leq 1$ for all $n \in \mathrm{~N}$. Then, $U=\left(u_{n k}\right) \in\left(\ell(p), \ell_{1}\right)$ if and only if

$$
\operatorname{supsup}_{N \in \bar{j}}\left|\sum_{n \in N} u_{n k}\right|_{n}^{p_{n}}<\infty .
$$

Lemma 5. (Lascarides and Maddox 1970)

1) Let $1<p_{n} \leq P<\infty$ for all $n \in \mathrm{~N}$. Then, $U=\left(u_{n k}\right) \in\left(\ell(p), \ell_{\infty}\right)$ if and only if

$$
\begin{equation*}
\sup _{n} \sum_{k}\left|u_{n k} K^{-1}\right|^{p_{n}^{\prime}}<\infty \tag{3.1}
\end{equation*}
$$

for some integer $K>1$.
2) Let $0<p_{n} \leq 1$ for all $n \in \mathrm{~N}$. Then, $U=\left(u_{n k}\right) \in\left(\ell(p), \ell_{\infty}\right)$ if and only if

$$
\begin{equation*}
\sup _{n, k \in \mathrm{~N}}\left|u_{n k}\right|^{p_{n}}<\infty . \tag{3.2}
\end{equation*}
$$

Lemma 6. (Lascarides and Maddox 1970) Let $0<p_{n} \leq P<\infty$ for all $n \in \mathrm{~N}$. Then, $U=\left(u_{n k}\right) \in(\ell(p), c)$ if and only if (3.1) and (3.2) hold and

$$
\begin{equation*}
\lim _{n} u_{n k}=\eta_{k},(k \in \mathrm{~N}) \tag{3.3}
\end{equation*}
$$

for some $\eta_{k}$.
Theorem 7. Let $M \in \mathrm{~N}$ and $I>1$. We define the following sets:

$$
\begin{gathered}
\tau_{1}:=\left\{u=\left(u_{n}\right) \in \omega: \sup _{M \in \mathrm{~N}} \sup _{n \in \mathrm{~N}}\left|\sum_{m \in M}(-1)^{m-n}\binom{m}{n} \frac{B_{n+1}}{B_{m}} u_{m}\right|^{p_{n}}<\infty\right\}, \\
\tau_{2}:=\bigcup_{I>1}\left\{u=\left(u_{n}\right) \in \omega: \sup _{M \in \mathrm{~N}} \sum_{n}\left|\sum_{m \in M}(-1)^{m-n}\binom{m}{n} \frac{B_{n+1}}{B_{m}} u_{m} I^{-1}\right|^{p_{n}^{\prime}}<\infty\right\} .
\end{gathered}
$$

Then $[\ell(\tilde{B}, p)]^{\alpha}= \begin{cases}\tau_{1} & , \quad 0<p_{n} \leq 1, \\ \tau_{2} & , \quad 1<p_{n} \leq P<\infty .\end{cases}$
Proof. We notice that the equality

$$
u_{m} z_{m}=\sum_{n=0}^{m}(-1)^{m-n}\binom{m}{n} \frac{B_{n+1}}{B_{m}} u_{m} y_{n}=(R y)_{m}
$$

holds in the presence of $(1.2)$ for $u=\left(u_{m}\right) \in \omega$, where $R=\left(r_{m n}\right)$ is a triangle defined by

$$
r_{m n}=\left\{\begin{array}{cc}
(-1)^{m-n}\binom{m}{n} \frac{B_{n+1}}{B_{m}} u_{m} & 0 \leq n \leq m \\
0 & , \text { otherwise }
\end{array}\right.
$$

Thus $u z=\left(u_{m} z_{m}\right) \in \ell_{1}$ whenever $z \in \ell(\tilde{B}, p)$ if and only if $R y \in \ell_{1}$ whenever $y \in \ell(p)$. This implies that $u=\left(u_{m}\right) \in[\ell(\tilde{B}, p)]^{\alpha}$ if and only if $R \in\left(\ell(p), \ell_{1}\right)$. Thus by using Lemma 4 , we realise that

$$
\begin{gathered}
\exists I>1 \text { å } \sup _{M \in \mathrm{~N}} \sum_{n}\left|\sum_{m \in M}(-1)^{m-n}\binom{m}{n} \frac{B_{n+1}}{B_{m}} u_{m} I^{-1}\right|^{p_{n}^{\prime}}<\infty, 1<p_{n} \leq P<\infty, \\
\\
\sup _{M \in \mathrm{~N}} \sup _{n \in \mathrm{~N}}\left|\sum_{m \in M}(-1)^{m-n}\binom{m}{n} \frac{B_{n+1}}{B_{m}} u_{m}\right|^{p_{n}}<\infty, 0<p_{n} \leq 1 .
\end{gathered}
$$

This concludes that

$$
[\ell(\tilde{B}, p)]^{\alpha}=\left\{\begin{array}{lc}
\tau_{1} & , \quad 0<p_{n} \leq 1 \\
\tau_{2} & , \quad 1<p_{n} \leq P<\infty
\end{array}\right.
$$

Theorem 8. Consider the sets $\tau_{3}, \tau_{4}, \tau_{5}$ as follows:

$$
\begin{aligned}
& \tau_{3}:=\left\{u=\left(u_{n}\right) \in \omega: \sup _{m, n \in \mathrm{~N}}\left|\sum_{j=n}^{m}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} u_{j}\right|^{p_{n}}<\infty\right\}, \\
& \tau_{4}:=\left\{u=\left(u_{n}\right) \in \omega: \sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} u_{j} \text { isconvergent }\right\}, \\
& \tau_{5}:=\bigcup_{I>1}\left\{u=\left(u_{n}\right) \in \omega: \sup _{m} \sum_{n}\left|\sum_{j=n}^{m}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} u_{j} I^{-1}\right|^{p_{n}^{\prime}}\right\} .
\end{aligned}
$$

Then

$$
[\ell(\tilde{B}, p)]^{\beta}=\left\{\begin{array}{lc}
\tau_{3} \cap \tau_{4}, & 0<p_{n} \leq 1, \\
\tau_{4} \cap \tau_{5} & , \quad 1<p_{n} \leq P<\infty
\end{array}\right.
$$

Proof. Take any $u=\left(u_{n}\right) \in \omega$. Since $y=\left(y_{n}\right)$ is the $\tilde{B}$-transform of the sequence $z=\left(z_{n}\right)$, we write

$$
\begin{equation*}
\sum_{j=0}^{m} u_{j} z_{j}=\sum_{j=0}^{m}\left(\sum_{n=0}^{j}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} u_{j}\right) y_{n}=E_{m}(y) \tag{3.4}
\end{equation*}
$$

where the matrix $E=\left(e_{m n}\right)$ is defined by

$$
e_{m n}=\left\{\begin{array}{cc}
\sum_{j=n}^{m}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} u_{j} & , 1 \leq n \leq m, \\
0 & \text { otherwise } .
\end{array}\right.
$$

for all $m, n \in \mathrm{~N}$. Therefore, using Lemma 6 with (3.4), we have that $u z=\left(u_{j} z_{j}\right) \in c s$ whenever $z=\left(z_{j}\right) \in \ell(\tilde{B}, p)$ if and only if $E y \in c$ whenever $y=y_{n} \in \ell(p)$ which gives us $u=\left(u_{j}\right) \in[\ell(\tilde{B}, p)]^{\beta}$ if and only if $E \in(\ell(p), c)$. Thus, it concludes from (3.1) and (3.3) that $[\ell(\tilde{B}, p)]^{\beta}=\tau_{4} \cap \tau_{5}$. The proof of the case $0<p_{n} \leq 1$ can be established in a similar way.

Theorem 9. $[\ell(\tilde{B}, p)]^{\gamma}=\left\{\begin{array}{cc}\tau_{3}, & 0<p_{n} \leq 1, \\ \tau_{5}, & 1<p_{n} \leq P<\infty,\end{array}\right.$

Proof. From Lemma 5 and equality (3.4), we see that $u z=\left(u_{j} z_{j}\right) \in b s$ whenever $z=\left(z_{j}\right) \in \ell(\tilde{B}, p)$ if and only if $E y \in \ell_{\infty}$ whenever $y=y_{n} \in \ell(p)$ where the matrix $E=\left(e_{m n}\right)$ is defined as in the proof of previous theorem. So, we obtain the expected result from (3.1) and (3.2).

## IV. Matrix transformations

In the present section, our aim is to characterize some matrix classes on the space $\ell(\tilde{B}, p)$. The following theorem includes the exact conditions for $0<p_{n} \leq P<\infty$ since the cases $1<p_{n} \leq P<\infty$ and $0<p_{n} \leq 1$ are combined. So, we'll only prove for $1<p_{n} \leq P<\infty$ since the other case can be obtained using similar method.

## Theorem 10.

1. Let $0<p_{n} \leq 1$ for all $n \in \mathrm{~N}$. Then, $V=\left(v_{m n}\right) \in\left(\ell(\tilde{B}, p), \ell_{\infty}\right)$ if and only if

$$
\begin{gather*}
\sup _{m, n \in \mathrm{~N}}\left|\sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j}\right|^{p_{n}}<\infty  \tag{4.1}\\
\sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j}<\infty . \tag{4.2}
\end{gather*}
$$

2. Let $1<p_{n} \leq P<\infty$ for all $n \in \mathrm{~N}$. Then, $V=\left(v_{m n}\right) \in\left(\ell(\tilde{B}, p), \ell_{\infty}\right)$ if and only if (4.2) holds and there is an integer $I>1$ such that

$$
\begin{equation*}
\sup _{m \in \mathbb{N}} \sum_{n}\left|\sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j} I^{-1}\right|^{p_{n}^{\prime}}<\infty . \tag{4.3}
\end{equation*}
$$

Proof. Let $1<p_{n} \leq P<\infty$ for all $n \in \mathrm{~N}$ and $V \in\left(\ell(\tilde{B}, p), \ell_{\infty}\right)$. Then for every $z \in \ell(\tilde{B}, p), V z$ exists and so, $V_{m} \in[\ell(\tilde{B}, p)]^{\beta}$ for every $m \in \mathrm{~N}$. Thus, the necessary conditions for (4.2) and (4.3) are obvious. For sufficient conditions, let us assume that $z \in \ell(\tilde{B}, p)$ and (4.2), (4.3) hold. Then, $V z$, that is, $V$-transform of $z$, exists since $V_{m} \in[\ell(\tilde{B}, p)]^{\beta}$ for every $m \in \mathrm{~N}$. Thus, we have by (1.2) that

$$
\begin{align*}
& \sum_{j=0}^{k} v_{m j} z_{j}=\sum_{j=0}^{k} \sum_{n=0}^{j}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} y_{n} v_{m j} \\
& \quad=\sum_{n=0}^{k} \sum_{j=n}^{k}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j} y_{n} \tag{4.4}
\end{align*}
$$

for all $m, k \in \mathrm{~N}$. In view of the hypothesis, we obtain from (4.4) that

$$
\begin{equation*}
\sum_{j} v_{m j} z_{j}=\sum_{n} \sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j} y_{n} \tag{4.5}
\end{equation*}
$$

for all $m \in \mathrm{~N}$ as $k \rightarrow \infty$. If we consider (4.5) and the following inequality for any $c, d \in \mathrm{C}$ and $I>0$ with $p>1$ and $\frac{1}{p}+\frac{1}{p^{\prime}}=1$,

$$
|c d| \leq I\left(\left|c I^{-1}\right|^{p^{\prime}}+|d|^{p}\right)
$$

we have

$$
\begin{gathered}
\sup _{m \in \mathrm{~N}}\left|\sum_{j} v_{m j} z_{j}\right|=\sup _{m \in \mathrm{~N}}\left|\sum_{n} \sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j} y_{n}\right| \\
\leq \sup _{m \in \mathrm{~N}} \sum_{n}\left|\sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j} y_{n}\right| \\
\leq \sup _{m \in \mathbb{N}} \sum_{n} I\left(\left.\left.\sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j}\right|^{-1}\right|^{p_{n}^{\prime}}+\left|y_{n}\right|^{p_{n}}\right) \\
=I\left(\sup _{m \in \mathbb{N}} \sum_{n}\left|\sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j} I^{-1}\right|^{p_{n}^{\prime}}+\sup _{m \in \mathrm{~N}} \sum_{n}\left|y_{n}\right|^{p_{n}}\right)
\end{gathered}
$$

$$
<\infty
$$

This yields that $V z \in \ell_{\infty}$.

## Theorem 11.

1. Let $0<p_{n} \leq 1$ for all $n \in \mathrm{~N}$. Then, $V=\left(v_{m n}\right) \in(\ell(\tilde{B}, p), c)$ if and only if the conditions (4.1), (4.2) hold and

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j}=\gamma_{n} \text { forall } n \in \mathrm{~N} \tag{4.6}
\end{equation*}
$$

2. Let $1<p_{n} \leq P<\infty$ for all $n \in \mathrm{~N}$. Then, $V=\left(v_{m n}\right) \in(\ell(\tilde{B}, p), c)$ if and only if the conditions (4.2), (4.3), (4.6) hold.

Proof. Let $1<p_{n} \leq P<\infty$ for all $n \in \mathrm{~N}$ and $V \in(\ell(\tilde{B}, p), c)$. Then, the necessity conditions for (4.2) and (4.3) are obviously seen from previous theorem and the inclusion $c \subset \ell_{\infty}$.

Let's now consider the sequence $s^{(n)}$ that was specified in the proof of Theorem 3 to show that the necessity condition for (4.6). Since $V z$, i.e. the $V$-transform of every $z \in \ell(\tilde{B}, p)$, exists and is in $c$, we obtain

$$
V s^{(n)}=\left(\sum_{j=0}^{\infty} v_{i j} s_{j}^{(n)}\right)_{i=0}^{\infty}=\left(\sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{i j}\right)_{i=0}^{\infty} \in c
$$

for every fixed $n \in \mathrm{~N}$. This yields the necessity of (4.6).
For sufficiency, let us assume that $z \in \ell(\tilde{B}, p)$ and (4.2), (4.3), (4.6) hold. So, $V z$ exists.
Hence, for all $k, m \in \mathrm{~N}$, the inequality

$$
\begin{aligned}
& \sum_{n=0}^{k}\left|\sum_{j=n}^{m}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j} I^{-1}\right|^{p_{n}^{\prime}} \\
& \leq \sup _{m \in \mathrm{~N}} \sum_{n}\left|\sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j} I^{-1}\right|^{p_{n}^{\prime}}<\infty .
\end{aligned}
$$

This yields the following fact with (4.3) and (4.6) as $k, m \rightarrow \infty$

$$
\begin{aligned}
& \lim _{k, m \rightarrow \infty} \sum_{n=0}^{k}\left|\sum_{j=n}^{m}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j} I^{-1}\right|^{p_{n}^{\prime}} \\
& \leq \sup _{m \in \mathrm{~N}} \sum_{n}\left|\sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}} v_{m j} I^{-1}\right|^{p_{n}^{\prime}} .
\end{aligned}
$$

Therefore, we mean that $\sum_{n}\left|\gamma_{n} I^{-1}\right|^{p_{n}^{\prime}}$ and $\left(\gamma_{n}\right) \in[\ell(\tilde{B}, p)]^{\beta}$ which indicates that the series $\sum_{n} \gamma_{n} z_{n}$ converges for all $z \in \ell(\tilde{B}, p)$.

Lastly, take into consideration the following equality derived from (4.5) with $\left(v_{m j}-\gamma_{j}\right)$ in place of $v_{m j}$

$$
\begin{gathered}
\sum_{j}\left(v_{m j}-\gamma_{j}\right) z_{j}=\sum_{n} \sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}}\left(v_{m j}-\gamma_{j}\right) y_{n} \\
=\sum_{n} \rho_{m n} y_{n}
\end{gathered}
$$

where $\rho_{m n}=\sum_{j=n}^{\infty}(-1)^{j-n}\binom{j}{n} \frac{B_{n+1}}{B_{j}}\left(v_{m j}-\gamma_{j}\right)$ for all $m, n \in \mathrm{~N}$. Thus, $\rho_{m n} \rightarrow 0$ as $m \rightarrow \infty$ for all $n \in \mathrm{~N}$ by
Lemma 6. Hence, we have $\sum_{n}\left(v_{m n}-\gamma_{n}\right) z_{n} \rightarrow 0$ as $m \rightarrow \infty$. This concludes that $V z \in c$ whenever $z \in \ell(\tilde{B}, p)$.
Corollary 12.

1. Let $0<p_{n} \leq 1$ for all $n \in \mathrm{~N}$. Then, $v=\left(v_{m n}\right) \in\left(\ell(\tilde{B}, p), c_{0}\right)$ if and only if the conditions (4.1), (4.2) and (4.6) with $\gamma_{n}=0$ for all $n \in \mathrm{~N}$ hold.
2. Let $1<p_{n} \leq P<\infty$ for all $n \in \mathrm{~N}$. Then, $v=\left(v_{m n}\right) \in\left(\ell(\tilde{B}, p), c_{0}\right)$ if and only if the conditions (4.2), (4.3) and (4.6) with $\gamma_{n}=0$ for all $n \in \mathrm{~N}$ hold.
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